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Abstract—While the benefits of networked embedded and
Internet of Things (IoT) systems are unparalleled, they are
susceptible to cyberattacks. In recent years, Trusted Execution
Environments (TEE) have been offered in CPUs of embedded
and IoT platforms as a foundational primitive for security to
keep code and data loaded inside protected, with respect to
confidentiality and integrity, from Rich Execution Environments
(REEs). The hardware and software layers of existing TEEs
nevertheless have been criticized for lack of transparency, full of
vulnerabilities, and various restrictions, which means the existing
TEEs and TEE-based security solutions are untrustworthy,
ineffective, or inefficient. Failure to make TEEs trustworthy
and effective will backfire instead of enhancing security because
embedded TEEs usually have the highest privilege and a compro-
mised TEE can completely sabotage the REE. In this paper, we
present our perspective on the challenges and limitations related
to embedded and IoT TEEs. Additionally, we delve into three
recently published projects from CactiLab, which aim to tackle
challenges presented in embedded and IoT TEEs and TEE-based
security solutions at various layers.

Index Terms—Trusted execution environment; embedded and
IoT systems; Arm Cortex-M TrustZone

I. INTRODUCTION

Networked embedded and Internet of Things (IoT) systems,
including those based on microcontrollers, microprocessors,
and Field Programmable Gate Arrays (FPGAs), are essential
to everyday life and are predicted to reach 1 trillion by
2035 [1]. As shown in Figure 1, these systems power a variety
of IoT devices, such as sensors, medical devices, wearables,
smart family gadgets, industrial computing units, autonomous
vehicles, and infotainment systems.

While the benefits of these systems are unparalleled, they
are susceptible to cyberattacks, which are occurring at un-
precedented levels and often have severe consequences ranging
from loss of life [2] to homeland security breaches [3], [4].
For instance, in June 2019, the FDA issued an emergency
warning about potential life-threatening cyberattacks on some
diabetes patients’ insulin pumps, affecting more than 4,000
individuals in the U.S. [2]. Therefore, it is imperative to ensure
our embedded and IoT infrastructure and ecosystem are built
on a trustworthy and secure foundation.

It is, however, difficult to secure these systems due to
software issues and hardware constraints. On the software
front, these systems are usually written in low-level languages,
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Fig. 1. The threats embedded and IoT Systems with TEEs face.

e.g., C/C++, whose lack of safety allows attackers to ex-
ploit memory corruption bugs to hijack the control flow [5].
While Data Execution Prevention (DEP) and W⊕X [6] can
defeat code injection attacks, these systems are still vulnerable
to code reuse attacks, e.g., Return-Oriented Programming
(ROP) [7]–[9]. The situation is exacerbated when many of
these systems are Real-Time Operating Systems (RTOS) that
run applications at the privileged level or are bare-metal
systems in which applications execute directly on hardware
without an OS. Due to the lack of security and fault isolation,
a bug anywhere may lead to a crash or to full control by
attackers.

On the hardware front, many embedded and IoT systems
are powered by microcontrollers, e.g., Arm Cortex-M mi-
crocontrollers. Such microcontrollers are streamlined from
microprocessors, and they do not have some of the hardware
units we take for granted on microprocessors. For example,
the Arm Cortex-M microcontrollers do not have a Memory
Management Unit (MMU), without which applications share
the same physical address space, making it difficult to enforce
isolation or to implement effective defenses for memory cor-
ruption attacks, such as Address Space Layout Randomization
(ASLR) [10] due to the low entropy in the address space
layout.

Trusted Execution Environments (TEEs, a.k.a. enclaves), an
enabling technology for the nascent confidential computing
paradigm [11], [12], are offered in CPUs as a foundational



primitive for security to keep code and data loaded inside
protected, with respect to confidentiality and integrity, from
Rich Execution Environments (REEs). TEEs are designed to
provide a haven to execute software in security and fault
isolation and serve as a trusted anchor to deploy security
solutions that monitor the REE software, e.g., Control-Flow
Integrity (CFI) enforcement [13]–[17]. As TEEs bring forward
a new hope for trustworthy embedded and IoT systems, the
semiconductor industry is integrating them into CPUs. For ex-
ample, Arm offers the TrustZone TEEs for both Cortex-A and
Cortex-M architectures [18]. Additionally, Arm Confidential
Compute Architecture (CCA) [19] is supported on Cortex-A
but not on Cortex-M.

The hardware and software layers of existing embedded
TEEs nevertheless have been criticized for lack of trans-
parency, full of vulnerabilities, and various restrictions, which
means the existing TEEs [20] and TEE-based security so-
lutions, such as for isolation [21]–[24] and CFI [25], [26]
are untrustworthy, ineffective, or inefficient. Failure to make
TEEs trustworthy will backfire instead of enhancing security
because embedded TEEs usually have the highest privilege
and a compromised TEE can completely sabotage the REE.

In this paper, we present our perspective on the challenges
and limitations related to embedded and IoT TEEs. Utilizing
Arm Cortex-M and Cortex-A TrustZone as examples, we
draw comparisons between embedded TEEs and their mi-
croprocessor counterparts. Given the fundamental roles TEEs
may play in securing embedded and IoT systems, it is thus
imperative to increase the trustworthiness and deployability
of embedded TEEs and TEE-based security solutions. To this
end, we delve into three recently published projects from our
research lab. These projects aim to tackle challenges presented
in embedded TEEs and TEE-based solutions at various layers.
Specifically, BYOTEE [27] strives to establish trustworthy
embedded TEE hardware, laying a secure foundation for TEE
software. RET2NS [28] investigates and eliminates exploitable
confused deputy vulnerabilities in embedded TEE software,
helping establish a secure software base for TEE-based secu-
rity solutions. Lastly, SHERLOC [29] employs embedded TEEs
to achieve system-oriented control-flow violation detection
for IoT systems. We have open-sourced all three projects at
CactiLab’s GitHub webpage.1

II. BACKGROUND

In this section, we overview two embedded and IoT plat-
forms: System-on-Chip (SoC) Field Programmable Gate Ar-
rays (FPGA) and Arm Cortex-M. In addition, we compare
mobile and embedded TEEs using Cortex-A and Cortex-M
TrustZone as a case study.

A. Embedded and IoT Architectures: A Case Study of SoC
FPGA and Arm Cortex-M

SoC FPGA. System-on-Chip implements the functionality
of an entire system on a single silicon chip. Compared with

1https://github.com/CactiLab/

system-on-printed-circuit-board, SoC is lower cost, enables
more secure data transfers, and has higher speed and lower
power consumption. However, traditional application-specific
integrated circuit SoCs lack flexibility, making them suitable
only for products with a limited lifetime. SoC FPGA is a
type of flexible system-on-programmable-chip, where FPGAs
can be reconfigured as desired. The market of SoC FPGA
is expected to grow significantly with the increase in the
global adoption of artificial intelligence and internet-of-things
solutions.

A SoC FPGA comprises the following parts: (i) Processing
System (PS), which is formed around hard processors, such
as the Cortex-A processor on Xilinx Zynq-7000 SoC [30].
Operating systems and applications run on the PS; (ii) FPGA,
which can implement any arbitrary system, including soft
processors, e.g., Cortex-M or MicroBlaze, high-speed logic,
arithmetic, and data flow subsystems. In addition to the
general fabric, the FPGA has Block RAMs (BRAM) to store
data. Note that BRAM is made of Static RAM (SRAM) on
existing SoC FPGA platforms. Compared to DRAM whose
cells are made of capacitors and is vulnerable to cold-boot
attacks due to the slow decay [21], SRAM decays faster [31].
FPGA is configured with a bitstream, which is programmed
in hardware design description languages, such as Verilog or
VHDL; (iii) other integrated on-chip memory and high-speed
communications interfaces.

Arm Cortex-M. Most Arm Cortex-M processors have
thread and handler execution modes [32]. They also have
privileged (kernel space) and unprivileged (userspace) levels,
which are orthogonal to the execution mode. The current mode
and privilege level are determined by the combination of the
interrupt program status register (IPSR) and the CONTROL
register. IPSR is part of the program status register (xPSR).
IPSR indicates the exception number and handler mode if
not 0. If IPSR is 0, the processor is in the thread mode, and
the nPRIV bit of CONTROL determines whether the state is
unprivileged or not.

To switch a processor’s execution level from privileged
to unprivileged, software can simply change CONTROL[0]
to 1 using the msr (move-to-system-register) instruction. To
switch from unprivileged to privileged, software makes a
SuperVisor Call (SVC) with the svc instruction. When a
higher priority interrupt or exception occurs, the processor
automatically pushes eight registers, including R0-R3, R12,
link register (LR), program counter (PC), and program status
register (xPSR) to the current stack. Then, the processor gen-
erates a special exception return value named EXC_RETURN
(0xFFFFFF**), stores it in LR, and executes the Interrupt
Service Routine (ISR), e.g., SVC handler. When an ISR
exits and EXC_RETURN is copied to the PC, the processor
will automatically perform unstacking, which pops the eight
registers off the stack. The hardware-assisted mechanism of
stacking and unstacking makes it possible to develop C-
language-only interrupt handlers.



B. Comparing Mobile and Embedded TEEs: A Case Study of
Arm Cortex-A and Cortex-M TrustZone

Arm TrustZone is a hardware-assisted TEE that splits
system-on-chip resources between two execution states, non-
secure and secure. Software running in the secure state can
access all resources, whereas software in the non-secure
state can only access non-secure resources. First introduced
with Cortex-A [18], TrustZone has been recently extended
to Cortex-M [33]–[35], but streamlined and optimized for
performance. In this section, we will discuss some differences
between the Cortex-A and Cortex-M TrustZone architectures
and their associated security features.

TrustZone State Switches. As shown in Figure 2, Cortex-
A TrustZone uses a dedicated secure monitor mode (EL3)
to handle the secure state transitions. The processor will be
running at the secure state while in the monitor mode, and uses
the NS bit in the Secure Configuration Register (SCR) to define
the operation state to which the CPU will switch after the
monitor mode. Therefore, any cross-state transitions will go
through the single entry point – the privileged secure monitor
mode – via the secure monitor call instruction (smc). Different
from Cortex-A TrustZone, which indicates the security state
in the secure configuration register, the division of states
in Cortex-M TrustZone is based on memory regions. When
running code in the secure memory, the processor is in the
secure state. Otherwise, the processor is in the non-secure
state. State switches in Cortex-M TrustZone can occur through
function calls (blxns) and returns (bxns), resulting in an
unlimited number of entries between secure and non-secure
privilege levels.
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Fig. 2. State switches on Cortex-A TrustZone must go through the privileged
secure monitor mode, whereas state switches on Cortex-M can occur between
different secure and non-secure privilege levels.

Other Differences: Pointer Authentication Code (PAC)
as an Example. In addition to TrustZone, there are variations
in other security features between Cortex-A and Cortex-M. For
instance, as shown in Table I and Table II, the key management
mechanisms of the Pointer Authentication (PA) security exten-
sion for Cortex-A [36] and Cortex-M [37] with TrustZone are
different. The newly introduced PA instructions can generate
and verify a keyed tweakable pointer authentication code for
a pointer or data with the QARMA block cipher. Cortex-M
with TrustZone integrates four 128-bit PA key registers across
two security states. In contrast, the Cortex-A platform has
five key registers without segregation based on security states.
These registers can only be modified using the privileged msr

Cortex-A PA Key Registers Used at Config. at
APIAKey_EL1
APIBKey_EL1 All EL1
APDAKey_EL1 exception and
APDBKey_EL1 levels higher
APGAKey_EL1

TABLE I
THE FIVE 128-BIT ARMV8-A PA KEYS AND THEIR USAGE AND

CONFIGURATION SETTINGS.

Cortex-M PA Key Registers Used at Config. at
PAC_KEY_U_NS U-NS P-NS and P-S
PAC_KEY_P_NS P-NS P-NS and P-S
PAC_KEY_U_S U-S P-S
PAC_KEY_P_S P-S P-S

TABLE II
THE FOUR 128-BIT ARMV8-M PA KEY REGISTERS AND THEIR USAGE
AND CONFIGURATION SETTINGS. U-NS: UNPRIVILEGED NON-SECURE,
P-NS: PRIVILEGED NON-SECURE, U-S: UNPRIVILEGED SECURE, P-S:

PRIVILEGED SECURE.

instruction. The secure state privileged code can modify both
keys of the non-secure state in Cortex-M. Additionally, in
Cortex-M the PAC is stored separately from the pointer it
protects, whereas in Cortex-A the PAC is embedded within
the most significant bits of the pointer itself as no existing
system uses the full 64-bit address space.

III. LIMITATIONS OF EMBEDDED AND IOT TEES

In this section, we share a perspective on three key sources
that contribute to the limitations observed in existing embed-
ded TEEs and TEE-based solutions.

A. Security Limitations

Existing TEEs offer limited security guarantees at the hard-
ware layer.

• (S1) The hardware of all existing TEEs are proprietary
and must be trusted blindly. It is hence impossible to
verify the correctness of the hardware design or attest
the hardware states at run-time.

• (S2) The hardware Trusted Computing Bases (TCBs) of
existing TEEs are static and cannot be customized for
different applications. In particular, TrustZone TEE has
the highest privilege to control the REE and communi-
cate with all peripherals, which violates the principle of
least privilege by including unnecessary peripherals and
exposing them to malicious peripheral attacks [38].

• (S3) Embedded TEEs, e.g., Cortex-A and Cortex-M
TrustZone, only provide one enclave and cannot meet the
needs of multiple enclaves for sophisticated applications,
in which the trusted firmware, OS, and applications
execute.

• (S4) Embedded TEEs do not encrypt memory, leaving
them vulnerable to cold boot attacks [21].

• (S5) The TEE shares a processor core with the REE in a
time-sliced fashion, making it vulnerable to cache side-
channel attacks [22]–[24].
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• (S6) Unlike SGX, embedded TEEs do not have native
hardware support for remote software attestation.

B. Inherent Semantic Gap

The inherent semantic gap between the TEE and the REE,
the vulnerabilities in the large TEE software TCBs, and the
wide REE-TEE transition surface lead to confused deputy
attacks with severe consequences.

• (V1) The TEE has very limited visibility into the REE’s
security mechanisms, introducing an inherent semantic
gap. On Cortex-A, confused deputy attacks exploiting this
semantic gap can allow an REE application to read and
write any memory location in the kernel by tricking the
TEE to perform the operations [39].

• (V2) The software TCBs in TEEs are large, creating big
surfaces for control-flow hijacking attacks [40], [41]. For
example, OP-TEE, a Cortex-A TEE OS, has 277K source
lines of code (SLOC) [42], and TF-M [43], a Cortex-M
TEE OS, has over 117K SLOC.

• (V3) Different from the Cortex-A TrustZone, which only
has the secure monitor mode for REE-TEE context
switches, embedded TEEs, e.g., Cortex-M TrustZone,
support an unlimited number of TEE entrances through
the SG instruction and exits through the BXNS and
BLXNS instructions. We have found that the wide REE-
TEE transition surface introduces new confused deputy
vulnerabilities and also makes their exploitation easier.
Therefore, it is challenging to implement a secure channel
between a non-secure software component and a secure
software component, as SeCReT [44] does for the Cortex-
A TrustZone.

C. Performance Overhead

Existing TEE hardware and software introduce significant
performance overhead, rendering TEE-based security solutions
impractical for real-world deployment.

• (P1) Existing TEEs time-share a processor core with
REEs, and the frequent context switches between them
are very expensive [45], [46]. For example, the state-of-
the-art TrustZone-based backward-edge only CFI solu-
tions [25], [26] and CFA [47] introduce very high run-
time overhead.

• (P2) The aforementioned large software TCBs in TEEs
also lead to slow performance.

IV. OUR RECENT ATTEMPTS

Given the fundamental roles TEEs may play in securing
embedded and IoT systems, it is thus imperative to take
approaches to increase the trustworthiness and deployability
of embedded TEEs and TEE-based security solutions. To
this end, CactiLab conducted three projects in this direction
recently as shown in Figure 3. In the first project, BYOTEE,
we present an approach to build trustworthy embedded TEE
hardware, attempting to lay a secure hardware foundation for
the TEE software. In the second project, RET2NS, we address
a particular type of software vulnerability in embedded TEE to
help create trustworthy embedded TEE software and a secure
software base for TEE-based security solutions. Building on
top of the previous two projects, in the third project, SHER-
LOC, we develop a security solution with novel algorithms
and architectures in the embedded TEE to secure the control-
flow transfers in the embedded REE. In the remainder of this
section, we delve into the research questions, challenges, and
high-level concepts for each of these projects.

A. BYOTEE: Building Your Own Trusted Execution Environ-
ments Using FPGA

TEEs are a foundational primitive in confidential com-
puting. Existing TEEs, however, have the aforementioned
security limitations. This raises an important research question:
How to design a novel TEE paradigm and infrastructure
that overcomes the security limitations of existing TEEs?
Specifically, the novel TEE should have the following security
and functional properties: (i) unlike TrustZone, the paradigm
should offer multiple enclaves at the same time and guarantee
the secrecy and integrity of the Security-Sensitive Applications
(SSA) running inside each; (ii) the hardware resources of each
enclave should be physically isolated from the REE and other
enclaves to mitigate side-channel attacks; (iii) the hardware
TCB of each enclave should be customizable, allowing for a
minimal hardware TCB. Resorting to the formal verification
of the customized hardware [48], [49], the size of hardware
TCB can be further reduced; (iv) trusted I/O paths between an
enclave and its peripherals; (v) enclaves should be able to se-
curely communicate with each other; (vi) the paradigm should
provide mechanisms to attest the integrity of an enclave’s
hardware and software stacks; and (vii) the infrastructure
should be easy to use, especially for software developers who
do not have hardware programming experience.



1) Related work by others and their limitations: Many
software- or hardware-based solutions have been proposed to
address one or more limitations of existing TEEs. Among
them, TEEOD [50] is the most related. Compared to TEEOD,
BYOTEE offers additional security features, such as trust
bootstrap and software- and hardware-based attestation. More-
over, we discuss previous efforts on addressing the single TEE
issue, isolated I/O paths, and the limitations of other hardware-
based solutions.

The Single TEE Issue of TrustZone. vTZ [51] provides
each virtual machine with a virtualized TEE by running a
monitor within the secure world. SANCTUARY [52] utilizes the
memory access controller to provide multi-domain isolation.
TrustICE [53] creates multiple computing environments in
the normal domain and runs a monitor in the secure world.
uTango [54] uses the secure attribution unit of Cortex-M to
create multiple secure execution environments. On RISC-V,
KeyStone [55] utilizes the Physical Memory Protection (PMP)
feature to create multiple enclaves. The TEE and REE in these
solutions time-share the CPU and other hardware resources,
resulting in side-channel attacks.

Isolated I/O Paths and Mitigating Side-channel Attacks.
CURE [56] enables the exclusive assignment of system re-
sources to single enclaves. Composite Enclaves [57] builds
on top of KeyStone [55] and extends the TEE to several
hardware components. HECTOR-V [58] uses a dedicated
processor as a TEE with configurable peripheral permissions.
CURE, Composite Enclaves, and HECTOR-V rely on the PMP
feature of RISC-V. SGXIO [59] presents a hypervisor-based
trusted path architecture for SGX. SGX-FPGA [60] builds a
secure path between the CPU and FPGA. To eliminate side-
channel attacks, Sanctum [61] combines invasive hardware
modifications with a trusted software monitor on RISC-V.

Building TEEs with Other Hardware. Graviton [62] and
StrongBox [63] offload security-sensitive code and data to a
GPU. Ambassy [64] and MeetGo [65] use FPGA to construct
TEEs, but they do not include softcore CPUs. Dedicated
processor solutions, such as Google Titan [66], Samsung
eSE [67], and Apple SEP [68], use external connections be-
tween the REE and TEE, making them vulnerable to physical
probing attacks [58]. BYOTEE is also inspired by other iso-
lated execution environment solutions, including Flickr [69],
TrustVisor [70], and Haven [71].

2) Our Approach: We presented a hardware and soft-
ware co-design framework to Build Your Own Trusted
Execution Environments (BYOTEE). BYOTEE utilizes com-
modity System-on-Chip (SoC) Field Programmable Gate Ar-
rays (FPGAs), e.g., AMD EPYC FPGA-infused CPU or
Xilinx SoC FPGA, without requiring any hardware changes.
With the BYOTEE toolchain, users can quickly and easily
build multiple secure and customized enclaves on-demand
to execute their Security-Sensitive Applications (SSA). Each
enclave is designed to include only the hardware and software
necessary for the SSA and excludes other hardware and
software components on the system, minimizing the sizes of
hardware and software TCB.

BYOTEE utilizes the secure configuration process of the
FPGA to establish a dynamic root of trust that ensures com-
plete isolation and untampered execution of Security-Sensitive
Applications (SSAs) in enclaves from preexisting software on
the hardcore system, including the hypervisor and operating
system. Additionally, BYOTEE offers both software- and
hardware-based remote attestation mechanisms that operate
under two threat models. To enable the execution of SSAs,
external libraries and drivers for peripherals are required. On
the software front, the configurable firmware component of
BYOTEE provides essential software libraries such as libc, as
well as a Hardware Abstraction Layer (HAL), to minimize the
software Trusted Computing Base (TCB).

In BYOTEE, we assume adversaries can compromise the
hardcore system at boot-time or runtime, which means applica-
tions, kernel, and hypervisor are malicious. The compromised
software on the hardcore system can send arbitrary data to the
firmware and SSAs in enclaves via shared DRAM regions and
to the enclave hardware pins, such as interrupts. Adversaries
can also perform cold-boot attacks to dump the content in
DRAM. For software running on the softcore CPUs, we
first consider a baseline model (BaseModel) as the baseline
design. We then consider BYOTEE under an enhanced attack
model (EnhancedModel). In BaseModel, the software in an
enclave, including the firmware and SSA, is trusted and bug-
free. The hardcore system cannot compromise the firmware or
SSA at runtime, and remote attestation can be implemented
in the firmware. This model is similar to the Arm TrustZone
model where software-based attestation is trustworthy [72],
[73]. However, this model is not realistic as the firmware and
SSAs may have bugs that can be exploited by REE inputs [20],
[39]. In EnhancedModel, we assume that the firmware and
SSAs are buggy and can be compromised. Therefore, the
measurement code and keys cannot be kept in the same address
space as the firmware and SSAs. This model is similar to
the Intel SGX and Arm Cortex-A CCA model where trusted
hardware components of the CPU perform remote attestation.

The BYOTEE tools and codebase mainly include the
HARDWAREBUILDER, HW-ATT for the EnhancedModel,
FIRMWARE, and SSAPACKER. During the development stage,
the HARDWAREBUILDER generates synthesizer commands
based on the SSA’s needs specified in the developer’s hardware
description JSON input. Then, the vendor-provided synthe-
sizer, e.g., Xilinx Vivado or Intel Quartus Prime, generates the
bitstream file using the synthesizer commands. The bitstream
and FIRMWARE binary are encrypted, signed, and packed by
the vendor-provided merger, e.g., UpdateMEM from Xilinx,
into a protected bitstream. The SSA binary is encrypted,
signed, and packed by the SSAPACKER into a protected
SSA. When the bitstream is loaded onto the FPGA, multiple
enclaves can be created and FIRMWARE starts running. Then,
an untrusted application can trigger the loading of a protected
SSA into an enclave.

3) Results: We implemented the BYOTEE system and
toolchain for the Xilinx SoC FPGA. We open-sourced the



system and toolchain2. We have also demonstrated BY-
OTee’s usage, security, effectiveness, and performance with the
Embench-IoT benchmark and four SSAs, i.e., a computational
application, a peripheral-interacting application, a peripheral-
and hardcore system-interacting application, and a distributed
application. on the low-end MicroBlaze softcore CPU and
Zynq-7000 system.

B. RET2NS: Return-to-Non-Secure Vulnerabilities on Arm
Cortex-M TrustZone

Confused deputy vulnerabilities exist when a more privi-
leged program is tricked by a less privileged but malicious
program into misusing its authority. The inherent semantic gap
between a privileged program and a less privileged domain,
e.g., hypervisor’s view of a virtual machine [74] and TrustZone
TEE’s view of the REE memory [39], inevitably leads to
confused deputy vulnerabilities. To achieve high performance,
the embedded TEEs have a wide REE-TEE transition surface,
which introduces new types of confused deputy vulnerabili-
ties. This raises a key question: Will these confused deputy
vulnerabilities on embedded TEEs lead to serious attacks? If
yes, how to mitigate such attacks? Specifically, we explore if
Cortex-M TrustZone’s support of an unlimited number of TEE
entrances through the SG instruction and TEE exits through
the BXNS and BLXNS instructions can be easily exploited for
privilege escalation. Additionally, we design (i) a detection
system that performs data-flow analysis to track data passed
from the REE application and annotates the BXNS and BLXNS
instructions that use the data as the branch destination; and
(ii) an address sanitization approach that instruments checks
before the unsafe BXNS and BLXNS instructions.

1) Related work by others: Ret2usr [75], ret2dir [76],
and boomerang [39] are disclosed confused deputy attacks
on microprocessors with MMUs, e.g., x86 or Cortex-A, and
on modern operating systems, e.g., Linux. The premise of
the ret2usr attack [75] lies in leveraging a legitimate but
compromised kernel function, which is manipulated to return
not to its original caller in the kernel space, but instead to an
attacker-specified location in the user space. This redirection
allows malicious user-level code to be executed with the
elevated privileges of kernel mode, effectively bypassing the
protections inherent in separating user and kernel spaces.

Ret2dir attacks are a form of confused deputy attacks that
exploit a feature of modern operating systems: direct kernel
mappings of physical memory [76]. These attacks maneuver
around protections against ret2usr attacks by redirecting kernel
operations not to user space, but to a virtual memory region
within the kernel space itself. This region directly maps all
or part of the physical memory, allowing for unauthorized
access or modifications. Unlike ret2usr, ret2dir attacks bypass
traditional defenses, as the malicious code remains within the
kernel space.

Boomerang attacks represent a type of confused deputy
attacks that target systems implementing Cortex-A Trust-
Zone [39]. These attacks manipulate the TrustZone’s secure

2https://github.com/CactiLab/BYOTee-Build-Your-Own-TEEs

state applications to gain unauthorized access to restricted
memory regions. This is achieved by making a non-secure
application request the secure state application to execute an
operation that shouldn’t be permissible from the non-secure
state. In effect, the secure application acts as a “boomerang,”
returning with sensitive data or causing alterations that the
non-secure application should not access or perform.

To mitigate ret2usr attacks, kGuard [75] instruments run-
time control-flow checks to verify the indirect branch target is
always in kernel space and enforces lightweight address space
segregation. To patch the ret2dir vulnerability, XPFO [76]
uses an exclusive ownership scheme for the Linux kernel that
prevents the implicit sharing of physical memory. To thwart
boomerang attacks, a cooperative approach [39] requires that
all of the non-secure memory accesses from the secure state
need to query a non-secure callback function to verify the
access permission of the referenced memory region.

2) Our Approach: In RET2NS, we report a new class of
confused deputy attacks, namely return-to-non-secure attacks,
that exploit the fast state switch mechanism of the Cortex-
M TrustZone. More dangerous than boomerang, RET2NS can
lead to arbitrary code execution with escalated privilege in
the non-secure state. Ret2ns is a new type of return-to-user
(ret2usr) attacks [75], [76] that redirects compromised secure
state pointers to code residing in non-secure state userspace.
The wide state transition surface on Cortex-M also makes
the exploitation of ret2ns vulnerabilities easier than exploiting
ret2usr on x86 or boomerang on Cortex-A. Ret2ns attacks
affect all Cortex-M processors with TrustZone, including
M23 [77], M33 [78], M35P [79], M55 [80], and M85 [81].
We also argue RET2NS vulnerabilities are likely to exist in any
TEE implementations that allow direct control-flow transfers
from secure state to non-secure userspace programs but keep
executing at the privileged level.

Based on the non-secure execution mode that an attack
originates from, we break RET2NS attacks into two categories:
handler-mode-originated and thread-mode-originated attacks.
Attacks in the former category are more likely to happen in
RTOSes, whereas attacks in the latter category are likely to
occur in security-enhanced bare-metal systems that support
privilege separation. Attacks in either category can be further
attributed to an indirect branch case using bxns or an indirect
call case using blxns, resulting in four variants of RET2NS
attacks.

In the handler-mode-originated attacks, a userspace program
under the attacker’s control makes a supervisor call, so the
processor enters the handler mode and IPSR is updated to
11 (the interrupt number of SVC). The SVC handler in turn
calls a non-secure callable (NSC) function, and the processor
switches to the secure state. Because IPSR is shared between
the secure and non-secure state, the secure state program keeps
executing in the handler mode with privilege. In a legitimate
control path, when the secure state program exits back to the
non-secure state using bxns, the control returns to the SVC
handler. However, if the bxns instruction uses a corrupted
code pointer as the destination, the processor can return to



any location, e.g., userspace program, in the non-secure state
and keep executing it in the handler mode with privilege.
Another attack path exists when a secure state program makes
an indirect call (blxns) with a corrupted code pointer. In this
case, IPSR has the value of 1. In the thread-mode-originated
attacks, the attacker-controlled unprivileged program uses an
SVC call to escalate the non-secure privilege level with the
CONTROL_NS.nPRIV bit cleared, after which a privileged
program in the thread mode executes. The privileged program
in turn calls an NSC function in the secure state. The NSC
function will call the secure state program, which eventually
returns the control to the non-secure state (using bxns) or
calls a non-secure callback function (using blxns). When a
memory corruption vulnerability in the secure state program
leads to a corrupted code pointer, the control flow will transfer
to an attacker-controlled program in the non-secure state.
Since the non-secure state has CONTROL_NS.nPRIV cleared,
the attacker-controlled program will keep executing in the
privileged thread mode.

The key to preventing RET2NS attacks is to disallow the
execution of non-secure userspace programs at the privileged
level. On the planned Cortex-M55 and M85 microcontrollers,
this can be achieved with negligible overhead by properly
setting up the MPU regions with PXN. However, there are
two limitations of the PXN approach: (1) Cortex-M23, M33,
and M35P microcontrollers that hold a large market share
do not have the PXN feature; (2) only a small number of
MPU regions, e.g., 8 or 16, are supported, thus it is not fine-
grained enough for complex RTOSes. To address these issues,
we present two mechanisms, namely (i) MPU-assisted address
sanitizer and (ii) address masking, which can effectively
mitigate RET2NS attacks for all Cortex-M microcontrollers
with TrustZone.

3) Results: We experimentally confirmed the feasibility of
four variants of RET2NS attacks on two Cortex-M hardware
systems. To defend against RET2NS attacks, we designed
two address sanitizing mechanisms that have negligible per-
formance overhead. We open-sourced our project3, which
includes vulnerable code examples, proof-of-concept exploits,
and defense instrumentation.

C. SHERLOC: Secure and Holistic Control-Flow Violation
Detection on Embedded Systems

Control-Flow Integrity (CFI) is a basic security property that
can prevent control-flow hijacking by dictating that indirect
control transfers, e.g., indirect call/branch and return, must
follow a predetermined Control-Flow Graph (CFG). The CFI
property can be enforced by inline instrumentation or trace-
based control-flow violation detection. Existing CFI enforce-
ment approaches in both categories for embedded and IoT
systems are either incomplete (e.g., only consider unprivileged
code or backward-edges), insecure (e.g., the trace can be
overwritten by adversaries), or inefficient (e.g., overhead that
makes them impractical for real-world deployments). This

3https://github.com/CactiLab/ret2ns-Cortex-M-TrustZone

raises an important research question: How to design a secure
and efficient control-flow integrity enforcement algorithm
and mechanism on forward- and backward-edges of both
privileged and unprivileged code for embedded devices?
Specifically, the new algorithm and mechanism should have
the following design goals: (i) it must enforce CFI for both
unprivileged and privileged code; and (ii) it must enforce both
forward and backward edge CFI.

1) Related work by others and their limitations: Inline
instrumentation inserts a label at a destination and a check
before a source [13]. It also inserts shadow stack [13], [82],
[83] or return address [40] checks in the prologue and epilogue
of a function. It is, however, impractical on embedded devices:
(i) instrumentation increases the binary size and changes the
memory layout, which is not an issue for memory-rich devices
but infeasible for embedded devices with limited memory. To
preserve the memory layout, CaRE [25] replaces function calls
and indirect branches with dispatch instructions at the cost of
a 513% performance overhead; (ii) shadow stacks need to be
protected. RECFISH [84], which only protects unprivileged
code, maintains shadow stacks at the privileged level and
introduces a 30% overhead. TzmCFI [26] maintains shadow
stacks in the TrustZone secure world and introduces an 84%
overhead. Silhouette [41] and Kage [85] use unprivileged store
instructions to achieve a low overhead of 3.4% and 5.2%,
respectively; nonetheless, Silhouette only works for bare-metal
applications, and Kage only supports a small number of tasks.

Trace-based Control-Flow Violation Detection (CFVD) does
not instrument the target software or change its memory
layout, and it has the potential for superior performance. Ex-
isting approaches, e.g., CFIMon [86], FlowGuard [87], GRIF-
FIN [88], and PT-CFI [89], nevertheless have these limitations:
(i) they only monitor unprivileged code because the traces need
to be stored at secure memory regions, which leads to three
issues: (1) they do not directly apply to embedded systems,
which mostly execute at the privileged level; (2) they require
kernel changes and bloat the size of TCB by including the
kernel [86]–[91]; (3) to reduce the number of context switches
between userspace and kernel, their violation analysis is only
triggered by an incomplete list of system calls [86]–[89],
[91]. Intel’s Last Branch Record (LBR)-based approaches, e.g.,
CFIGuard [90] and PathArmor [91], store traces in several reg-
isters, but they are vulnerable to flushing attacks [92], [93]; (ii)
they rely on advanced debugging features, e.g., trace filtering
and labeling of Intel Branch Trace Store (BTS) and Processor
Trace (PT) [94], to filter legitimate asynchronous noises [87]–
[89], e.g., interrupts and process/task context switches. But
these features are not available on embedded debugging units.

2) Our Approach: In SHERLOC, we formalized the defini-
tions of the existing application-oriented CFVD mechanism
and the proposed system-oriented CFVD mechanism. Cur-
rent CFVD mechanisms for desktop systems with memory
virtualization only monitor a specific userland application.
We model the interprocedural CFG of such an application
A as GA = (VA, EA), where VA is the set of basic blocks
and EA is the set of control-flow transfers defined by the



application. Existing approaches configure hardware tracing
units, such as Intel Processor Trace [94], to record only certain
control-flow transfers, such as indirect calls/jumps and returns,
within a single application A and exclude synchronous and
asynchronous control-flow transfers of other applications or
the kernel. We model each trace record as a 2-tuple r = ⟨s, d⟩
where s is the virtual source address and d is the virtual
destination address. The ACFVD solution verifies each indirect
control-flow transfer must match an edge in the GA:

Application-oriented CFVD (ACFVD). Given the trace
RA = (r0, r1, . . . , rn) of an application A, ACFVD verifies
that ri ∈ EA, ∀i ∈ {0, 1, . . . , n}.

ACFVD approaches require the modification of the kernel
to capture and analyze traces, which makes it difficult to
extend them to monitor privileged code or the kernel itself.
Furthermore, to achieve better performance, many solutions
perform incomplete monitoring and mandate analyzing only
the traces that lead to specific system calls, such as execve,
mmap, and mprotect.

We model a microcontroller-based software system S in-
cluding a kernel K and tasks T as (GS , IK, YT ), where GS is
its interprocedural CFG, IK is the set of asynchronous kernel
interrupt service routine addresses (e.g., timer handler), and
YT is the set of task entry or re-entry addresses. In particular,
GS is modeled as (VS , ES), where VS is the set of basic
blocks of tasks and the kernel, and ES is the set of control-flow
transfers defined by the tasks and the kernel. Please note that
ES also models synchronous exceptions that involve control-
flow transfers across privilege levels, such as system calls.
At system boot, YT = YT E

⋃
YT R is initially composed of

statically retrieved entry addresses of all tasks YT E , which
may be dynamically replaced by re-entry addresses YT R when
context switches occur. The SCFVD solution verifies each
indirect control-flow transfer must match an edge in the GS
or the destination of each asynchronous control-flow transfer
must match an address in the IK or YT :

System-oriented CFVD (SCFVD). Given the trace RS =
(r0, r1, . . . , rn) of a system S including a kernel K and tasks
T , SCFVD verifies that ri ∈ ES

∨
ri.d ∈ IK

⋃
YT , ∀i ∈

{0, 1, . . . , n}.

We presented Secure and Holistic Control-Flow Violation
Detection (SHERLOC) for microcontroller-based embedded
systems. To ensure security, SHERLOC configures the hard-
ware tracing unit, stores the trace records, and executes the
CFVD algorithm in a trusted execution environment (TEE),
so even the non-secure state privileged program cannot by-
pass the monitoring or tamper the traces. To achieve holistic
monitoring, SHERLOC provides a mechanism that not only
monitors the forward and backward edges of unprivileged and
privileged programs but also the control-flow transfers among
unprivileged and privileged components. Specifically, SHER-
LOC addresses the challenges of identifying legitimate asyn-
chronous interrupts and context switches among applications

at run-time with an interrupt- and scheduling-aware violation
detection algorithm. To improve performance, SHERLOC can
also enforce more practical policies, such as analyzing traces
only when certain operations, such as changing system regis-
ters, are triggered.

SHERLOC comprises offline analysis and runtime config-
uration and enforcement modules. To validate an indirect
or asynchronous control-flow transfer, SHERLOC requires an
over-approximated CFG, a list of asynchronous ISR addresses,
and entry and re-entry addresses of all RTOS tasks. An over-
approximated CFG may result in a higher false negative rate,
but it guarantees no false positives. The offline analysis module
only produces the set of legitimate indirect forward edges from
the generated CFG and entry addresses of all RTOS tasks.
SHERLOC runtime modules can retrieve asynchronous ISR
addresses directly from the non-secure state vector table (VT)
on SRAM or flash by reading the vector table offset register
(VTOR_NS). The indirect backward edges, i.e., returns, and
the re-entry addresses of tasks are maintained dynamically by
the SHERLOC runtime enforcement module.

Besides holistic runtime enforcement, SHERLOC also sup-
ports event-triggered runtime enforcement, providing a trade-
off between security and performance. Similar to the exist-
ing implementations of application-oriented CFVD [86]–[88],
[90], [91], the enforcement can be triggered by some sensitive
events, such as calling a certain kernel API (similar to system
calls on desktop) and modifying a particular system register
(e.g., changing memory permissions).

3) Results: We implemented SHERLOC for the ARMv8-
M architecture and evaluate its performance using embedded
benchmark programs, bare-metal systems, and a real-time
operating system. Our evaluation results demonstrated that
SHERLOC is secure, effective, and efficient. We open-sourced
SHERLOC4.

V. RECOMMENDATION AND FUTURE DIRECTIONS

Explore the pros and cons of new trusted execution envi-
ronment features: The hardware features of each TEE design
differ, especially with embedded TEEs exhibiting streamlining
and distinctions from their microprocessor counterparts. This
distinction encompasses various aspects, extending from the
microarchitectural layer up to the instruction set architecture.
It influences not only the underlying hardware design but also
the operational characteristics and capabilities of the TEEs.
Understanding these differences is crucial for comprehending
the unique challenges and opportunities associated with em-
bedded TEEs as opposed to their microprocessor counterparts.

Explore the integration of TEE with additional security
features: Embedded platforms bring forth a multitude of
distinct hardware and security features that set them apart from
their microprocessor counterparts. Investigating the synergies
between TEEs and these additional security features becomes
imperative for comprehensively understanding the security
landscape in embedded systems. This exploration will shed

4https://github.com/CactiLab/Sherloc-Cortex-M-CFVD



light on how the integration of TEEs with other security
measures can enhance overall system resilience and protection
against diverse threats.

VI. CONCLUSION

TEEs have been offered in CPUs of embedded and IoT
platforms as a foundational primitive for security. The hard-
ware and software layers of existing TEEs nevertheless have
been criticized for lack of transparency, full of vulnerabilities,
and various restrictions, which means the existing TEEs and
TEE-based security solutions are untrustworthy, ineffective,
or inefficient. In this paper, we share our perspective on
the challenges and limitations related to embedded TEEs.
Additionally, we delve into three recently published projects
from CactiLab, which aim to tackle challenges presented in
embedded TEEs and TEE-based solutions at various layers.
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